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SOTA Method: DP Finetune Generator
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Problem 1:Not able to use SOTA
API-based foundation models,
e.g., GPT-4, Claude

Problem 2:DP-SGD training is
computationally intensive and
hard to implement

Augmented Private Evolution

This Work: Augmented Private Evolution (Aug-PE)

• Only needs API access à Applicable to both API-based or open-
sourced foundation models

• Does not need any model training
• Could even outperform DP finetune generator in terms of privacy-

utility trade-off in some cases
• Extension of Private Evolution [ICLR 2024] from image to text, with

new algorithmic techniques to increase the diversity and quality of 
text generation

Algorithm (simplified):
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Do not need to trust 
the API provider; 
all API queries are DP!
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Workflow:

• Step 1 (RANDOM_API): prompt LLM to generate random samples.
• Step 2: go through steps 2.1-2.3 iteratively to refine the synthetic 

samples towards the private samples.
• Step 2.1 (DP Nearest Neighbor Histogram): each private sample 

votes for their closest synthetic sample in the embedding space 
induced by embedding model. Then, add Gaussian noise to the votes to 
ensure DP.

• Step 2.2: resample the generated texts according to the histogram. 
• Step 2.3 (VARIATION_API): prompt LLM to generate new similar 

samples, which will be used in the initial synthetic samples for the 
next iteration.

Experiments
Aug-PE matches/beats SOTA on text quality vs. privacy

! = 1, ICLR 2023 reviews dataset
finetune downstream model 
with DP-SGD on real data

Hard to
DP fine-tune

due to 
computation 
requirement 
of DP-SGD 

infeasible for DP finetuning as weights/
architectures are unavailable

Aug-PE is compatible with advanced LLMs for DP synthetic 
text generation (challenging/infeasible for DP finetuning)

Aug-PE can be
computationally cheaper

Aug-PE can capture text
length distribution

Aug-PE uses private data to guide synthetic data selection

* [ICLR 2024] Differentially Private Synthetic Data via Foundation Model APIs 1: Image
Zinan Lin, Sivakanth Gopi, Janardhan Kulkarni, Harsha Nori, Sergey Yekhanin

use GPT-3.5 as data generator

L: hyperparameter controlling # API calls

(could also be data holder 
if using local models)

Aug-PE outperforms PE for text generation 
• apply the same API designs and models to PE [ICLR 2024] to support text generation 
• use GPT-2 as data generator
• the results show that new algorithmic techniques introduced in Aug-PE are effective

finetune generator with DP-SGD, and use DP synthetic 
data to finetune downstream model with non-private SGD

use DP synthetic 
data generated by 
Aug-PE to finetune 
downstream model 
with non-private SGD 


