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This Work: PerAda

Personalized Federated Learning (FL)

▪ Personalization: each client trains a personalized model on local data 

▪ Generalization: clients leverage aggregated knowledge from other clients

▪ Framework: parameter-efficient personalized FL using Adapters and 

Knowledge Distillation (KD)

▪ Benefits:

o Reduce communication and computation costs with a pretrained 

model and adapters

o Achieve personalization while maintaining generalization to test-

time distribution shifts with regularization and KD

▪ Theoretical justification of PerAda (in paper)

o Convergence analysis for global & personalized models

o generalization guarantees for global & personalized models

Existing work

▪ Full model personalization: Each client trains a personalized model 

and a copy of global model aggregated by the server for regularization

▪ Partial model personalization: 

▪ Split model into personalized and shared parameters

▪ Only shared parameters are aggregated
Challenge 

▪ High communication and computational costs: Full model 

personalization doubles the memory at each client

▪ Limited generalization: Partial model personalization overfits to local 

data and struggles with distribution shifts
o shared parameters do not encode generalized knowledge well compared to full global 

model

Background & Motivation 

Experiments

Personalized objective:

▪ train personalized adapter with 

regularization towards a global adapter to 

prevent overfitting

Global objective:

▪ leverage server-side ensemble distillation to 

enrich the global adapter with ensemble 

knowledge from clients’ local models 

▪ avoid directly averaging clients’ models

is average distillation loss (between the 

averaged logits of local models and logits of 

the global model) on an auxiliary 

(unlabeled) dataset

▪ PerAda achieves the highest personalized performance and generalization by updating the smallest 

number of model parameters

▪ Existing partial model personalization methods have poor generalization to distribution shifts.

▪ Adapter-based personalization methods are generally effective on CheXpert.

Effect of knowledge distillation

Effect of pretrained models

Utility under differential privacy (DP) guarantees

▪ Perform local training with DP-SGD for personalized & global model

▪ PerAda achieves higher utility than full model personalization under DP

▪ ImageNet-pretraining leads to better performance than Fed-Avg pretraining

▪ More distillation steps & data help

▪ Out-of-domain distillation data achieve similar performance as in-domain data 

Parameter-efficiency and averaged test 

accuracy across all clients’ personalized models

• Local-test: clients’ corresponding local test data → personalization

• Global-test: the union of clients’ local test data → generalization

https://github.com/NVlabs/PerAda

CIFAR-10 dataset

CIFAR-10 dataset with ViT-S/16-224 model

Office-Home 

dataset

Comparison with SOTA
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